On the metaheuristic models for the prediction of cement-metakaolin mortars compressive strength
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Abstract. In recent years, metakaolin, as a highly reactive pozzolan, has been in the center of research concerning mortar-based materials. Metakaolin is used as an addition in cement-mortars, substituting the cement fraction to a certain extent, in order to enhance sustainability of cement mortars, both in terms of environmental impact of raw materials production, as well as in terms of improving cement-based mortars durability under environmental actions. However, as metakaolin affects the mechanical performance of cement-based mortars, it is important to know the compressive strength that these blended mortars achieve at 28-days, in terms of structural design. Toward this direction, metaheuristic models such as ANN and Genetic Programming (GP) models have been developed and trained through the use of a database, compiled by available, in the literature, experimental works related to cement and blended cement-metakaolin mortars. In the model development phase, the most important parameters affecting the strength of concrete-based mortars, were investigated and selected. In addition, the effect of the selected transfer functions, as well as the initial values of weights and biases on the performance of ANN models, were also investigated. Based on this analysis, it was shown that ANNs with selected transfer functions (such as the Radial

*Corresponding author, Professor, E-mail: panagiotisasteris@gmail.com

Copyright © 2020 Techno-Press, Ltd.

DOI: https://doi.org/10.12989/mca.2020.1.1.063

ISSN: 2713-5519 (Print), 2733-8053 (Online)
Basis transfer function, the Soft-Max transfer function, and the Normalized Radial Basis transfer function) were, able to reliably simulate the 28-days compressive strength of the cement-based mortars. In addition, it was shown that parameters such as the cement grade and the maximum diameter of aggregates, are very important in determining compressive strength of the cement-based mortars; this is an important finding, because these parameters are usually not taken into account in the research studies concerned in the prediction of compressive strength through computational models.
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### 1. Introduction

Mortar is an important constituent of masonry structures, as it is the material used to join stone and/or brick units comprising masonry. Mortars consist of binder materials, aggregates and, in some cases, additives. The choice today in relation to contemporary construction is the use of cement as binding material, however, efforts are being made to substitute cement in the mortar mix in current constructions, aiming to minimize the environmental impact of the cement industry and in an effort to improve the life cycle assessment of the mortars used in construction. A material which has been used in this context, with the added effect of improving cement mortar characteristics, is metakaolin. Although much research has been conducted regarding these materials, no tool yet exists that can assist in a quantitative manner in the optimum design of cement-based mortars. This is attributed to the fact that the mechanical properties of mortar materials exhibit a strong nonlinear nature derived from the parameters involved in their composition; it is this nonlinear behavior that makes the development of an analytical formula for the prediction of the mechanical properties using deterministic methods rather difficult.

Artificial neural networks (ANNs) have emerged over the last decades as an attractive meta-modelling technique applicable to a vast number of scientific fields including material science among others. In particular, such surrogate models can be constructed after a training process with only a few available data, which can be used to predict pre-selected model parameters, reducing the need for time- and money-consuming experiments. Thus far, the literature includes studies in which ANNs were used for predicting the mechanical properties of concrete materials (Dias and Pooliyadda 2001, Lee 2003, Topçu and Saridemir 2008, Trtnik *et al.* 2009, Waszczyzyn and Ziemianiski 2001, Belalia Douma *et al.* 2016, Mashhadban *et al.* 2016, Açıkgeç *et al.* 2015, Asteris *et al.* 2016a and Apostolopoulou *et al.* 2020). In their study, Asteris *et al.* (2016a) used ANNs to estimate the compressive strength of self-compacting concrete through a training process involving as input parameters the eleven parameters of synthesis and with output parameter the value of the compressive strength. Moreover, similar methods, such as fuzzy logic and genetic algorithms, have also been used for modelling the compressive strength of concrete materials (Baykasoğlu *et al.* 2004, Akkurt *et al.* 2004, Özcan *et al.* 2009, Saridemir 2009, Eskandari-Naddaf and Kazemi 2017, Oh *et al.* 2017, Khademi *et al.* 2017, Türkmen *et al.* 2017, Nikoo *et al.* 2015). A detailed state-of-the-art report can be found in (Adeli 2001, Asteris and Nikoo 2019, Asteris *et al.* 2019, Safiuddin *et al.* 2016, Mansouri and Kisi 2015, Mansouri *et al.* 2016, Reddy 2017, Salehi and Burgueño 2018, Pham *et al.* 2018, Nguyen and Bui 2019, Duan *et al.* 2020, Apostolopoulou *et al.* 2020, Ly *et al.* 2020 and Armaghani and Asteris 2020). Recently, in the study by Apostolopoulou *et al.* 2019, ANNs were successfully employed for the prediction of natural hydraulic lime mortars compressive strength.
ANNs have already proved successful in predicting the compressive strength of cement mortars at different specimen ages, taking into account (as input parameters) the percentage of metakaolin in relation to the total binder materials (MK/B), the water-to-binder ratio (W/B), the superplasticizer (SP) addition, and the binder-to-sand ratio.

In this context, in the work presented herein, the modelling of the 28-day compressive strength of mortar materials has been investigated in-depth using soft-computing techniques, such as surrogate models. In particular, this study investigates the application of Artificial Neural Networks (ANNs) and Genetic Programming models for the prediction of the 28-day compressive strength of cement-based mortars. Specifically, for the development and the training of NN models a database consisting of 186 specimens, taken from the literature, was utilized. Based on this database, the maximum diameter of aggregates (MDA) and the cement grade (CG) as well as four parameters of synthesis (Metakaolin to total binder (MK/B) ratio, Water to Binder (W/B) ratio, Superplasticizer (SP), and Binder to Sand (B/S) ratio) were used as input parameters, while the value of the 28-day compressive strength was used as output parameter.

It is also worth noting that, to the knowledge of the authors, the cement grade (CG) as well as the maximum diameter of aggregates (MDA) have not been used for the modeling of cement based mortars until now.

2. Research significance

Much research has been conducted internationally regarding the addition of metakaolin in cement mortars, substituting a percentage of cement content in the mortar mix in order to achieve a mortar of enhanced characteristics. Due to the non-linear interaction between mixed components and mortar characteristics, it is difficult to predict the compressive strength of a mortar mix. This difficulty necessitates costly and time consuming experiments which are based on empirical or semi-empirical calculations of the appropriate mortar mix synthesis parameters.


In this study, Artificial Neural Networks have been developed for the prediction of the 28-day compressive strength of mortars.

3. Materials and methods

3.1 Metaheuristic models

In this section, the basic principles and the constitutive rules obeyed by Artificial Neural Networks (ANNs) will be presented, focusing on the specific ANNs type known as back-propagation neural networks (BPNNs), as well as on the Genetic Programming method.

3.1.1 Artificial neural networks

Before presenting the basic aspects, principles and constitutive rules related to Artificial neural
networks, a comment must be made regarding their name. ANNs were named in order to imply the fact that they derive from, or rather are related to, biological neural networks. Their ambition is to mimic the biological neurons and in fact to mimic the process of biological learning and knowledge storage. However, this ambition, is yet to be achieved and artificial neural networks are, in reality, based on coarse elements of the biological neurons networks, especially taking into account, that science still knows very little about the true and in depth function of biological neurons.

Artificial Neural Networks (ANNs) are information-processing models that are configured to learn and perform several tasks, such as classification, prediction, and decision-making. A trained ANN maps a given input onto a specific output, and therefore it is considered to be similar to a response surface method. The main advantage of a trained ANN over conventional numerical analysis procedures (e.g., regression analysis) is that the results are more reliable and can be produced with much less computational effort (Samui 2008, Das et al. 2011, Samui and Kothari 2011, Asteris et al. 2016b, Hornik et al. 1989, Plevris and Asteris 2014a, Sadowski and Nikoo 2014, Plevris and Asteris 2014b, Sadowski et al. 2015, Plevris and Asteris 2015, Asteris and Plevris 2013, Nikou et al. 2016, 2017 and 2018, Asteris and Plevris 2016, Cavaleri et al. 2017, Asteris et al. 2017 and 2018, Asteris and Kolovos 2017, Apostolopoulou et al. 2018, Kechagias et al. 2018, Apostolopoulou et al. 2019, Asteris and Mokos 2019, Armaghani et al. 2019, Cavaleri et al. 2019, Xu et al. 2019, Chen et al. 2019).

In the work presented herein, a specific ANNs type has been used, namely the backpropagation neural networks (BPNNs). A BPNN is a feed-forward, multilayer network (Hornik et al. 1989), meaning that information flows only from the input towards the output with no feedback loops, and the neurons of the same layer are not connected to each other, but they are connected with all the neurons of the previous and subsequent layer. A BPNN has a standard structure that can be written as

\[ N - H_1 - H_2 - \cdots - H_{\text{NHL}} - M \]  

(1)

where \( N \) is the number of input neurons (input parameters), \( H_i \) is the number of neurons in the \( i \)th hidden layer for \( i = 1, \ldots, \text{NHL}, \) NHL is the number of hidden layers and \( M \) is the number of output neurons (output parameters).

Despite the fact that the majority of researchers dealing with ANN techniques use multilayer NN models, ANN models with only one hidden layer can predict any forecast problem in a reliable and robust manner.

A notation for a single node (with the corresponding R-element input vector) of a hidden layer is presented in Fig. 1.

For each neuron \( i \), the individual element inputs \( p_1, \ldots, p_R \) are multiplied by the corresponding weights \( w_{i1}, \ldots, w_{iR} \) and the weighted values are fed to the junction of the summation function, in which the dot product (\( W \cdot p \)) of the weight vector \( W = [w_{i1}, \ldots, w_{iR}] \) and the input vector \( p = [p_1, \ldots, p_R]^T \) is generated. The threshold \( b \) (bias) is added to the dot-product forming the net input \( n \), which is the argument of the transfer function \( f \)

\[ n = W \cdot p = w_{i1}p_1 + w_{i2}p_2 + \cdots + w_{iR}p_R + b \]  

(2)

The choice of the transfer (or activation) function \( f \) may strongly influence the complexity and performance of the ANN. Although sigmoidal transfer functions are the most commonly used, one may use different type of functions. Previous studies (Bartlett 1998, Karlik and Olgaç 2011) have proposed a large number of alternative transfer functions. In the present study, the Logistic
Sigmoid and the Hyperbolic Tangent transfer functions were found to be appropriate for the problem investigated. During the training phase, the training data are fed into the network which tries to create a mapping between the input and the output values. This mapping is achieved by adjusting the weights in order to minimize the following error function

$$E = \sum (x_i - y_i)^2$$  \hspace{1cm} (3)

where $x_i$ and $y_i$ are the measured value and the prediction of the network, respectively, within an optimization framework. The training algorithm used for the optimization plays a crucial role in building a quality mapping, thus an exhaustive investigation was performed in order to find the most suitable for this problem. The most common method used in the literature is the back-propagation technique, in which, as stated by its name, the information propagates to the network in a backward manner in order to adjust the weights and minimize the error function. To adjust the weights properly, a general method called gradient descent is applied, in which the gradients of the error function with respect to the network weights is calculated. Further discussion on the training algorithms, as well as on the activation functions, is given in the numerical example section.

In the present work, an in-depth investigation was carried out based on (i) a plethora of different architectures and (ii) ten different activation functions. This resulted in 100 ($10^2$) different combinations being applied during the training and development process of the BPNNs.

### 3.1.2 Genetic programming

Genetic programming (GP) is a soft computing technique that automatically solves problems without giving any instructions. It is the extension of the Genetic Algorithm (GA) developed by (Koza 1992). The principle of Genetic programming is Darwinian natural selection and genetic recombination where the individuals in the population are computer programs. GP computing itself by randomly generating a population of computer programs and generate a new population. Mutation, crossover, and reproduction take place during computation. Generation by generation GP iteratively transforms populations of programs into other populations of programs. During the course of its processes, GP builds new programs by spreading different specialized genetic exercises to fit it on computer programs.

In this soft computing technique, a random population of each individual (i.e., computer programs) is generated to reach high multiplicity. A member (a tree-like structure) is formed
hierarchically by trial and error optimization of several functions. These functions are selected randomly or one by one or a set of functions. There are several functions available such as Boolean logic functions (OR, NOT, AND, etc.), arithmetic operations (sum, divide, multiplication, substation, etc.), trigonometric functions (sin, cos, tanh, etc.), other mathematical functions, etc. All these functions performed three-dimensionally in the concept of genetic operators such as reproduction, recombination (crossover) and mutation. Reproduction is carried out by copying an individual without affecting it. Recombination is carried out by changing genes between two individuals and mutation is carried out by exchanging a part of randomly selected genes.

In order to obtain better accuracy, a series of runs to be processed by changing and altering the main functions and terminating criterion. The terminating criteria used for this model are maximum population size, maximum number of generations, maximum tournament size, elite fraction, maximum number of genes, maximum tree depth and fitness value. Details of these criteria are discussed below in the results and discussion section. However, each criterion should be optimized carefully to deal with the local optima and global optima cases.

3.2 Cement-based mortars database

As a general trend, it is noticed that, during the process of developing a forecast model, researchers pay particular attention to the computational model itself, while at the same time, not giving the same amount of attention to the database that is used for the development, training and validation of the model. Although research related to new computational models is of course of high importance and added value for the international scientific community, the authors believe that, since the ultimate goal is a reliable forecast, the reliability of the database should be of utmost importance and should be thoroughly investigated in this regard. In fact, a reliable database must comprise of not only reliable data, but also of a sufficient amount of data, that covers the full range of parameter values, regarding the parameters which influence the problem investigated. Aiming to avoid misinterpretation of the term “sufficient”, it is highlighted that a sufficient amount of data is not necessarily a high amount of data, but rather datasets that cover a wide range of combinations of input parameter values, thus assisting in the model’s ability to simulate the problem. The demand for a reliable and capable database is especially crucial in the case of experimental databases, that is databases which are compiled using experimental results. In this case, high deviation between experimental values is frequently noticed, not only between experiments conducted by different research teams and laboratories, but even between datasets that derive from experiments conducted on specimens of the same synthesis, produced by the same technicians, cured under the same conditions and tested implementing the same standards and the same testing instruments.

Thus, a reliable database, that also covers the full range of parameter values and combinations of parameter values, in addition to contributing to the development of reliable mathematical models, will also decisively contribute to the reliable comparison between different forecast computational models.

In light of the above discussion, a large database has been composed. Specifically, the database used herein for the development and training of the computational models regarding the prediction of cement-based mortars’ 28-day compressive strength, consists of 186 experimental datasets that have been obtained from twenty-one well known and reliable published experimental works, available in the literature (Table 1). All the datasets used, are based on specimens that have been prepared and tested following the same international standards. The experimental data selected
from the literature, was related only to cement mortars with or without the addition of high quality metakaolin, in different percentages, in order to ensure the consistency of the experimental data. More specifically, experimental data from only one experimental work (Eskandari-Naddaf and Kazemi 2017) without the use of metakaolin have been included in the database, while all other research works included, investigated the addition of metakaolin in different percentages. Furthermore, in 7 of the 21 experimental works, the effect of superplasticizer on the compressive strength of mortars has also been investigated (Vu et al. 2001, Kadri et al. 2011, Curcio et al. 1998, Pavlikova et al. 2009, Mansour et al. 2012, Lee et al. 2005 and Eskandari-Naddaf and Kazemi 2017).

In the framework of the principles described above, during the preparation process of the database, the following steps were followed:

- Each specimens’ compressive strength value was collected from the respective paper. In the case where the values were not stated in numerical form, but in graphical form, they were extracted in numerical form from the figures, with the aid of appropriate software, the so-called graph digitizers.
- The papers taken into consideration were carefully chosen, as to contain mixes that did not
include mix design parameters other than: cement, metakaolin, sand, water and superplasticizer.

- It was decided to only include experimental results related to specimens produced with sand presenting a maximum particle diameter of up to 5.00 mm. In the case where the sand used for the production of the specimen presented a maximum particle diameter higher than 5.00 mm, the specimens were not included.
- In the case where any of the influencing parameters was not presented in a distinct manner within the paper, clarifications were requested from their respective researchers. Parameters that appeared to be mostly ambiguous, were sand’s maximum particle diameter and the cement’s grade. Regrettably, there was a large number of papers, containing many experimental data, without distinctive cement classification for the specimens used, while it was not possible to identify the cement grade by contacting the researchers themselves, and the related data was thus not included or utilized. Not including ambiguous data allows for a more reliable model, even though the amount of data may be less.
- Many researchers use datasets with different values of compressive strength, even though they correspond to the same mix parameters. In the database presented herein, after appropriate filtering, the data included was related to specimens that presented different combinations of input parameter values. In only one dataset, as the input parameter values were identical, the compressive strength value was averaged.
- Additionally to the filtering of the database above, when specimens from different researchers presented the same parameter values, only one of the datasets was included.

The experimental data selected from the literature was that of mortars with OPC (ordinary portland cement) as main binding material and the addition of high quality metakaolin in different percentages in order to ensure the consistency of the experimental data and the data was compiled abiding to the above framework. Namely, Vu et al. 2001 prepared 36 cement mortar samples using OPC, metakaolin, sand, and superplasticizer. A ratio by weight of 1 part binder and 2.75 parts of sand was used, along with a water to binder ratio varying from 0.40 to 0.53. Metakaolin was used to partially replace cement with different percentages, ranging from 0% to 30% with a 5% step increment. The superplasticizer was added with three percentages, 0%, 0.5% and 1.4%. Compressive strength was measured in accordance to ASTM C109 (1983) on six cubic samples.

Courard et al. (2003) produced cement mortar samples using OPC, sand, and metakaolin with various percentages (0-20% with a 5% increment). The weight ratio of binder to sand was 1/3. Compressive strength was measured in accordance with NBN B12-208 (1969) on six samples of 4cm x 4cm x 4cm.

Sumasree and Saija (2016) prepared OPC and OPC-metakaolin mortars. Metakaolin replaced cement at different percentages, from 0% to 30%, with a 5% increment. The binder to sand ratio was 0.50 by weight, and the water/binder ratio was kept constant at 0.46. Compressive strength measurements were conducted on specimens 4cm x 4cm x 4cm.

Batis et al. (2005) produced mortar samples with OPC and sand, and metakaolin was added in various cement substitution ratios (i.e., 0%, 10%, 20%). The water to binder was kept constant at 0.6, and the binder to aggregates ratio was kept at 0.33 by weight. The compressive strength was measured in accordance with EN 196-1 (1994).

Kadri et al. (2011) produced samples with the use of OPC, metakaolin in two substitution percentages (0% and 10% of total binder), and sand. The superplasticizer was added with three percentages, 1.4%, 2%, and 2.3%. The water-to-binder ratio was maintained at 0.36. The compressive strength measurements were conducted on 4 cm x 4 cm x 4 cm specimens, abiding by
EN 196-1 (1994).

Mardani-Aghabaglou et al. (2014) prepared mortar mixes using OPC and standard sand conforming to EN 196-1 (1994) standard. Metakaolin was also added in one mix, substituting cement in a percentage of 10% per weight concerning total binder. The binder-to-sand ratio was kept constant (with and without metakaolin), at 0.37 by weight, whereas the water to binder ratio was kept constant at 0.485. Compressive strength was measured on cubic samples 5 cm x 5 cm x 5 cm in accordance with ASTM C 109 (1983).

Potgieter-Vermaak and Potgieter (2006) produced mortars with OPC, local metakaolin heated at different temperatures, and sand. The mortar samples were produced with different metakaolin percentages in relation to total binder (0% to 30% with an increment of 10%). The water-to-binder and the binder-to-sand ratios were kept constant at 0.38 and 0.33 (by weight), respectively. The measurements were conducted on specimens with dimensions of 4 cm x 4 cm x 4 cm.

Cizer et al. (2008) examined the compressive strength of blended cement-lime mortars. In the database presented herein, only the control cement mortar was incorporated, where the binder-to-sand ratio was 1/3 by weight, and the water-to-binder ratio was 0.45. The compressive strength was measured at 66.23 (MPa).

Al-Chaar et al. (2013) examined the use of natural pozzolans as a partial substitution of cement in mortars. In the present database, only the reference mortar characteristics were incorporated. The water to binder ratio was 0.48, while the binder to sand ratio was 0.36. The experimental procedure was conducted in accordance with ASTM C109 (1983) and cubic specimens 5cm x 5cm x 5cm, where the compressive strength measured was 10.48 MPa.

Curcio et al. (1998) studied the 15% replacement of cement by four commercially available super-plasticized mortars containing metakaolin. The water/binder ratio was 0.33. The compressive strength at 28 days varied from 94.3 to 111.28 MPa.

Cyr et al. (2007) investigated the possibility of using two industrial by-products (municipal solid waste incineration fly ash, MSWIFA, and sewage sludge ash, SSA) in cement-based materials containing metakaolin. The analyzed binders composed of 75% cement, 22.5% metakaolin, and 2.5% residue. The measured values of 28 days compressive strength were in the range of 59.80 - 62.80 MPa.

Saidat et al. (2012) tested different chemical activators for metakaolin to obtain short-term strength similar to that obtained without metakaolin. A number of 12 activators were selected and tested in mortars at different concentrations along with 4 types of cement. The measured values of compressive strength at 28 days were in the range of 51.60 - 64.50 MPa.

Ashok et al. (2017) studied the possibility of combining two nanomaterials, namely nano-silica (NS) and nano clay metakaolin (NMK), with OPC. Mortar cube specimens of 5 cm x 5 cm x 5 cm were cast using partial replacement of the OPC with the various levels of NS, and NMK varied from 0.5% - 2.0% by the weight of cement, with a mix ratio of 1/3 and water-cement ratio as 0.4. Only one sample was taken into account in the database, and the measured compressive strength was 43.13 MPa.

Geng and Li (2017) studied the effect of metakaolin addition on cement mortar compressive strength. The mix design of the mortar included 450 kg/m³ of cementitious materials and 1350 kg/m³ of sand, with a ratio w/c of 0.45. Mortar specimens of 4 cm x 4 cm x 4 cm were used for compressive strength tests at 1, 3, 7 and 28 days following the standard EN 12390. The measured compressive strength at 28 days ranged from 68.65 to 78.53 MPa.

Pavlikova et al. (2009) studied the effect of metakaolin as a pozzolanic addition in high-performance cement mortars using water-to-cement ratios of 0.33, 0.45, and 0.55, respectively.
The 28-days compressive strength of the mortars were found in the 9.61 - 48.08 MPa range.

Khatib (2010) performed an experimental study on the resistance of mortar specimens, incorporating 0%, 5%, 10%, 15%, 20%, 25%, and 30% metakaolin, to the magnesium chloride solution. The water-binder ratio was 0.60 by weight, whereas the cementitious material/fine sand ratio was 1:3 for all mortar mixtures. A range 9.75-11.78 MPa of compressive strength was achieved.

Parande et al. (2008) used OPC with aggregates and metakaolin (i.e., 0% to 20% with a 5% increment) to produce blended MK-cement mortars. The binder to sand ratio was constant at 1/3 by weight, and the water binder ratio was constant at 0.40. Cube mortar specimens were produced (10 cm x 10 cm x 10 cm) and measured at different ages. A range of 40 to 60 MPa of compressive strength at 28 days was achieved.

Mansour et al. (2012) prepared 2 samples with 10% metakaolin, containing the same weight proportions of sand, binder (cement and metakaolin) and water, while the ratio of water to cement was 0.30. The 28 days compressive strength was 78.74 and 83.05 MPa.

Lee et al. (2005) reported an experimental study of mortar specimens incorporating 0%, 5%, 10% and 15% of metakaolin. The water to cement ratio (w/c) was fixed at 0.45 by weight. The cement to fine aggregate was 2.0. Four samples were collected, with the 28 days compressive strength varying from 46.3 to 51.2 MPa.

Eskandari-Naddaf and Kazemi 2017 reported 54 samples containing different cement strength classes of CME 32.5, 42.5, and 52.5 MPa. Six water to cement ratios of 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, along with three sand to cement ratios of 2.5, 2.75, 3, and three types of cement were used. The 28 days compressive strength varied from 12.2 to 64.89 MPa.

Khatib et al. (2012) investigated mortars containing high volume of metakaolin as partial substitution of cement. The replacement of metakaolin was varied up to 50% with an increment of 10%. The water to binder ratio was 0.5, and the compressive strength tests were conducted using cube specimens of dimensions 5cm x 5cm x 5cm. The range of obtained compressive strength at 28 days varied between 34.79 and 50.95 MPa.

Based on the above database, each input training vector \( p \) (input parameters) is of dimension \( 1 \times 7 \) and consists of the value of the max diameter of aggregate (MDA), the cement grade (CG) and the values of the four parameters of synthesis, namely the percentage of metakaolin in relation to the total binder materials (MK/B, w/w%), the water-to-binder ratio (W/B), calculated as the weight of water divided by the weight of total binder materials (w/w), the superplasticizer (SP), meaning the percentage of the addition of superplasticizer in relation to the total binder (%w/w), and the binder-to-sand ratio (B/S), meaning the w/w of binder materials to aggregate materials. The corresponding output training vector (output parameter) is of dimension \( 1 \times 1 \) and consist of the value of the compressive strength of the cement-based mortar specimens.

The mean values of the parameters included in the database, together with the minimum, maximum values, as well standard deviation (STD) values, are listed in Table 2. It should be noted that some of the cement metakaolin mortars variables could be dependent on each other. Subsequently, the correlation coefficients between all possible variables have been specified and presented in Table 3, as well as in Fig. 2. High negative or positive values of the correlation coefficient between the input variables may result in poor efficiency of the methods and to the difficulty in construing the effects of the expository variables on the response. As can be seen, there are not significant correlations between the independent input variables. On the other hand, in order to develop a reliable, robust and optimum NN model, the correlation coefficients between the input variables (parameters) and the output parameter of compressive strength (CS), last line in
Table 2 The input and output parameters used in the development of BPNNs (AllDatasets)

<table>
<thead>
<tr>
<th>No.</th>
<th>Variable</th>
<th>Symbol</th>
<th>Units</th>
<th>Category</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Max diameter of aggregate</td>
<td>MDA</td>
<td>mm</td>
<td>Input</td>
<td>Min 0.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Average 2.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Max 5.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>STD 9.72</td>
</tr>
<tr>
<td>2</td>
<td>Cement Grade</td>
<td>CG</td>
<td>MPa</td>
<td>Input</td>
<td>Min 32.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Average 42.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Max 53.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>STD 8.41</td>
</tr>
<tr>
<td>3</td>
<td>Metakaolin percentage in relation to total binder</td>
<td>MK/B</td>
<td>(%w/w)</td>
<td>Input</td>
<td>Min 0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Average 8.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Max 30.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>STD 9.72</td>
</tr>
<tr>
<td>4</td>
<td>Water to Binder Ratio</td>
<td>W/B</td>
<td>w/w</td>
<td>Input</td>
<td>Min 0.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Average 0.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Max 0.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>STD 0.09</td>
</tr>
<tr>
<td>5</td>
<td>Superplasticizer</td>
<td>SP</td>
<td>(%w/w)</td>
<td>Input</td>
<td>Min 0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Average 0.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Max 3.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>STD 0.84</td>
</tr>
<tr>
<td>6</td>
<td>Binder-to-sand ratio</td>
<td>B/S</td>
<td>w/w</td>
<td>Input</td>
<td>Min 0.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Average 0.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Max 0.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>STD 0.07</td>
</tr>
<tr>
<td>7</td>
<td>Compressive Strength</td>
<td>CS</td>
<td>MPa</td>
<td>Output</td>
<td>Min 9.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Average 50.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Max 111.28</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>STD 20.67</td>
</tr>
</tbody>
</table>

Table 3 Correlation matrix of the variables

<table>
<thead>
<tr>
<th>Input</th>
<th>MDA</th>
<th>CG</th>
<th>MK/B</th>
<th>W/B</th>
<th>SP</th>
<th>B/S</th>
<th>CS</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDA</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CG</td>
<td>0.28</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MK/B</td>
<td>-0.46</td>
<td>-0.11</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W/B</td>
<td>-0.44</td>
<td>-0.11</td>
<td>0.33</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SP</td>
<td>0.18</td>
<td>-0.05</td>
<td>-0.23</td>
<td>-0.72</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B/S</td>
<td>-0.25</td>
<td>-0.29</td>
<td>0.29</td>
<td>-0.01</td>
<td>-0.02</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CS</td>
<td>0.01</td>
<td>0.48</td>
<td>0.07</td>
<td>-0.27</td>
<td>-0.04</td>
<td>-0.06</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 3, need to be high. Based on these values, it is clearly shown that there is a strong relation between the mortar compressive strength (CS) and the input parameter of the cement grade (CG).

Moreover, Fig. 3 demonstrates the frequency histograms of the parameters used for the modelling of cement mortars 28-day compressive strength. These figures are extremely useful, as they determine the ranges of parameter values, where data is insufficient. When sufficient data exists, covering a wide range of parameter values, then the model can lead to a reliable forecast; when however, a certain range of an input parameter is deficient or even lacking in data, the opposite usually occurs, as the model does not have enough data to be trained. Furthermore, these figures can highlight areas where experimental data is lacking and can thus guide mortar mix design in order to investigate the aforementioned synthesis, thus, not only leading to new experimental results, but also to enhancing the database.

It is obvious that most datasets are in the range of parameters, as dictated by the standard for the mortar mix: sand with max diameter 2 mm, B/S ratio of 0.33 and W/B ratio of 0.50 (EN 196-1, 1994).

There is a lack of data for mortars produced with 4 mm MDA, even though sand of such gradation is quite usual in practice. Furthermore, there seems to be a lack in data related to superplasticizer addition higher than 2% in relation to binder, which however can be explained by the fact that only low amounts are necessary to obtain the desired fluidity. Overall, the database covers a wide range of input parameter values and is thus considered as adequate for the
development and training of the ANNs in question.

3.3 Short review on the behavior of cement-based mortars

Most of the published works in the literature focused on the possibility of using metakaolin as cement replacement, as well as investigating the most appropriate cement replacement ratio. For example, in the work of Vu et al. (2001), it was found that compressive strength can be improved with a replacement level of 15-20% of cement, regarding 7 to 28 days compressive strength values, whereas a higher replacement ratio can enhance compressive strength at higher ages. Other researchers concluded that the optimum admixture of metakaolin is in the range of 10% to 15%, in order to obtain the best mechanical performance (Courard et al. 2003, Batis et al. 2005). Curcio et al. (1998) confirmed that the replacement of 15% cement by metakaolin produced a higher rate of compressive strength development at 28 days. In Sumasree and Sajja (2016), the highest compressive strength at 28 days was found with a replacement of 25% of cement by metakaolin, however, the binder/sand and water/binder ratios remained constant in the experiments. Saidat et al. (2012) confirmed such an observation while using a ratio of binder to sand to water of 1/3/0.5. It is reported that finer metakaolin enhances the strength of mortar compared with coarser metakaolin (Kadri et al. 2011). With a ratio of W/C = 0.33, the effect of metakaolin replacement was reported as not important (Pavlikova et al. 2009), whereas for other ratios, the replacement of 10% was considered as a safe solution. Besides, the effect of a higher amount of superplasticizer (more than 1%) was not significant. The cement grade was concluded as a significant and effective parameter in predicting the strength of cement-based mortar (Eskandari-Naddaf and Kazemi 2017).

3.4 Sensitivity analysis of the parameters affecting the compressive strength of mortars based on experimental database

In general, sensitivity analysis of a numerical model is a technique used to determine if the output of the model is affected by changes in the input parameters. This will provide feedback as
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Fig. 3 Histograms of the parameters
to which input parameters are the most significant, and thus, by removing the insignificant ones, the input space will be reduced and subsequently the complexity of the model as well as the training times required for its training will be also reduced. In order to identify the effects of model inputs on the output, the sensitivity analysis (SA) can be conducted on the database. Sometimes, the results of SA could help the researchers/designers to remove one or more input parameters from the database to obtain better analyses with a higher level of performance prediction. To perform the SA, the cosine amplitude method (CAM), which has been used by many researchers (Armaghani et al. 2015, Momeni et al. 2015 and Khandelwal et al. 2016) was selected and implemented. In CAM, data pairs will be used to construct a data array, $X$, as follows

$$ X = \{x_1, x_2, x_3, ..., x_i, ..., x_n\} \tag{4} $$

Variable $x_i$ in array, $X$, is a length vector of $m$ as

$$ x_i = \{x_{i1}, x_{i2}, x_{i3}, ..., x_{im}\} \tag{5} $$

The relationship between $R_{ij}$ (strength of the relation) and datasets of $X_i$ and $X_j$ is presented by the following equation

$$ R_{ij} = \frac{\sum_{k=1}^{m} x_{ik} x_{jk}}{\sqrt{\sum_{k=1}^{m} x_{ik}^2 \sum_{k=1}^{m} x_{jk}^2}} \tag{6} $$

The $R_{ij}$ values between the compressive strength and the input parameters are shown in Fig. 4. This analysis reveals that, the cement grade has the greatest influence on compressive strength values, with a strength value of 0.9429, followed by binder to sand ratio (0.9061), water to binder ratio (0.8858), maximum diameter of aggregate (0.8023), metakaolin percentage in relation to total binder (0.6273) and, the parameter with the lowest influence on compressive strength seems to be the Superplasticizer in relation to the total binder (0.4386).

### 3.5 Performance indices

Three different statistical parameters were employed to evaluate the performance of the derived FF-ABC-NN model as well as the available in the literature formulae, including the root mean square error (RMSE), the mean absolute percentage error (MAPE), and the Pearson Correlation Coefficient $R^2$. The lower RMSE and MAPE values represent the more accurate prediction results. The higher $R^2$ values represent the greater fit between the analytical and predicted values. The aforementioned statistical parameters have been calculated by the following expressions (Alavi and Gandomi 2012)

$$ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - y_i)^2} \tag{6} $$

$$ MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{x_i - y_i}{x_i} \right| \tag{7} $$

$$ R^2 = 1 - \left( \frac{\sum_{i=1}^{n} (x_i - y_i)^2}{\sum_{i=1}^{n} (x_i - \bar{x})^2} \right) \tag{8} $$
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Fig. 4 Sensitivity analysis of cement-metakaolin mortars compressive strength

where \( n \) denotes the total number of datasets, and \( x_i \) and \( y_i \) represent the predicted and target values, respectively.

The reliability and accuracy of the developed neural networks were evaluated using Pearson’s correlation coefficient \( R \) and the root mean square error (RMSE). RMSE presents information on the short term efficiency which is a benchmark of the difference of predicted values in relation to the experimental values. The lower the RMSE, the more accurate is the evaluation. The Pearson’s correlation coefficient \( R \) measures the variance that is interpreted by the model, which is the reduction of variance when using the model. \( R \) values ranges from 0 to 1 while the model has healthy predictive ability when it is near to 1 and is not analyzing whatever when it is near to 0. These performance metrics are a good measure of the overall predictive accuracy.

Recently, the following new engineering index, the \( a20 \)-index, has been recently proposed (Apostolopoulou et al. 2018) for the reliability assessment of the developed ANN models

\[
a20 - index = \frac{m20}{M}
\]

(9)

where \( M \) is the number of dataset sample and \( m20 \) is the number of samples with value of rate Experimental value/Predicted value between 0.80 and 1.20. Note that for a perfect predictive model, the values of \( a20 \)-index values are expected to be equal to 1. The proposed \( a20 \)-index has the advantage that its value has a physical engineering meaning. It declares the amount of the samples that satisfies predicted values with a deviation ±20% compared to experimental values.

4. Methodology

As already mentioned in a previous section, artificial neural networks, as well as an analytical expression deriving through genetic programming, will be utilized for the prediction of compressive strength of cement-based mortars. Aiming to minimize the space-dimensions of the issue under examination, in the first stage, neural networks will be implemented and the optimum simulation of compressive strength will be sought out and selected in relation to the parameters affecting compressive strength. Simplicity of the proposed model is also included within the term
optimum. This means that amongst two models with small differences between their performance indices, namely the a20-index, R2, RMSE and MAPE, as presented above, the model with the simplest architecture will be selected.

At this point it is worth noting that the majority of researchers involved with the simulation of compressive strength of cement-based materials, such as mortars and concrete, do not take important influencing parameters into consideration. Specifically, it is noticed that the gradation of the sand is usually not stated; moreover, it is noticed that researchers do not even take the crucial information regarding the cement grade, which highly influences the compressive strength of the mortar, into consideration.

In order to obtain the aim of this research, different cases are examined regarding the parameters which will be taken into account as influencing for the development of mortar compressive strength.

During this investigation to reveal the optimum forecast of compressive strength, the effect of normalization of the parameters will also be studied and evaluated, as well as the effect of the transfer functions, in relation to the optimum prediction of compressive strength. That is, the influence of the above parameters on the prediction capacity of the artificial neural networks. When obtaining the optimum solution in regards to the parameters which influence compressive strength, and must, thus, serve as input parameters for the reliable prediction of compressive strength, the genetic programming method will be implemented in order to reveal an analytical formula, capable of predicting the compressive strength of mortars.

5. Results and discussions

5.1 Development of ANN models

Based on the above, different architecture ANNs were developed and trained. More specifically, during the development and training of the ANN models the following steps (which are summarized in Table 4) were followed:

- Four databases, each containing 186 datasets were used, however with varying input parameters, important for the simulation of cement-based mortar compressive strength (Table 5).
- The 186 datasets comprising each database were divided into three separate sets. Specifically, 124 of 186 (66.6%) datasets were designated as Training datasets, 31 (16.7%) as Validation datasets, while 31 (16.7%) datasets were used as Testing datasets.
- During the training phase of the ANNs, the above datasets were used with and without normalization. In the case where normalization of the data was conducted, the minmax normalization technique in the range [0.10, 0.90] was implemented.
- The Levenberg–Marquardt algorithm was used for the training of the ANNs (Lourakis 2005).
- 10 different initial values of weights and biases were applied for each architecture.
- ANNs with only one hidden layer were developed and trained.
- The Number of Neurons per Hidden Layer ranged from 1 to 50 by an increment step of 1.
- Two functions, the Mean Square Error (MSE) and Sum Square Error (SSE) functions, were used as cost function during the training and validation process.
- 10 functions, as presented in Table 4, were used as transfer or activation functions.
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Table 4 Training parameters of ANN models

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Algorithm</td>
<td>Levenberg-Marquardt Algorithm</td>
</tr>
<tr>
<td>Normalization</td>
<td>Minmax in the range 0.10 – 0.90</td>
</tr>
<tr>
<td>Number of Hidden Layers</td>
<td>1</td>
</tr>
<tr>
<td>Number of Neurons per Hidden Layer</td>
<td>1 to 50 by step 1</td>
</tr>
<tr>
<td>Control random number generation</td>
<td>Rand (seed, generator) where generator range from 1 to 10 by step 1</td>
</tr>
<tr>
<td>Training Goal</td>
<td>0</td>
</tr>
<tr>
<td>Epochs</td>
<td>250</td>
</tr>
<tr>
<td>Cost Function</td>
<td>Mean Square Error (MSE)</td>
</tr>
<tr>
<td></td>
<td>Sum Square Error (SSE)</td>
</tr>
<tr>
<td>Transfer Functions</td>
<td>Hyperbolic Tangent Sigmoid transfer function (HTS)</td>
</tr>
<tr>
<td></td>
<td>Log-sigmoid transfer function (LS)</td>
</tr>
<tr>
<td></td>
<td>Linear transfer function (Li)</td>
</tr>
<tr>
<td></td>
<td>Positive linear transfer function (PL)</td>
</tr>
<tr>
<td></td>
<td>Symmetric saturating linear transfer function (SSL)</td>
</tr>
<tr>
<td></td>
<td>Soft max transfer function (SM)</td>
</tr>
<tr>
<td></td>
<td>Competitive transfer function (Co)</td>
</tr>
<tr>
<td></td>
<td>Triangular basis transfer function (TB)</td>
</tr>
<tr>
<td></td>
<td>Radial basis transfer function (RB)</td>
</tr>
<tr>
<td></td>
<td>Normalized radial basis transfer function (NRB)</td>
</tr>
</tbody>
</table>

The above steps resulted in the development of 240.000 different ANNs. It is worth noting that only the use of 10 different transfer function results in 100 different ANNs, for each architecture with the same number of neurons, as a result of 100 (=10^2) different dual combinations of the 10 transfer functions investigated.

5.2 Optimum parameters for modelling mortar compressive strength

Regarding the simulation of mortar compressive strength it is particularly important to select the main parameters which affect the obtained value of compressive strength. Researchers involved in the prediction of cement-based mortars, as well as for the general case of cement-based materials such as concrete materials, use four common input parameters. These common parameters are (i) the metakaolin percentage in relation to total binder, (ii) the water to binder ratio, (iii) the binder-to-sand ratio and (iv) the superplasticizer percentage.

Despite the fact that the importance of sand gradation and cement grade for compressive strength development has been highlighted in many experimental researches related to cement based mortars (Vu et al. 2001, Pavlikova et al. 2009, Eskandari-Naddaf and Kazemi 2017), it seems that these two parameters have been greatly overlooked and usually not taken into consideration during the development of computational models, with the sole exception of the work of Eskandari-Naddaf and Kazemi 2017, who took the cement grade into consideration, however did not take into consideration either the gradation of the sand (here expressed as the maximum sand diameter) or the metakaolin percentage in relation to total binder in their
Table 5 Cases of variables used for the estimation of cement-based mortars compressive strength

| Case | Variables – Input Parameters | | | | | |
|------|-------------------------------|----|----|----|----|
|      | MDA | CG | MK/B | W/B | SP | B/S |
| I    | √   |    | √    | √   | √  |    |
| II   | √   |    | √    | √   | √  |    |
| III  | √   |    | √    | √   | √  |    |
| IV   | √   |    | √    | √   | √  |    |

Table 6 Optimum architectures for the four cases of variables investigated for the estimation of cement-based mortars compressive strength

<table>
<thead>
<tr>
<th>Case</th>
<th>Normalization</th>
<th>Cost Function</th>
<th>Transfer Function</th>
<th>Random Number</th>
<th>Architecture</th>
<th>Epochs</th>
<th>RMSE Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>√</td>
<td>MSE</td>
<td>HTS</td>
<td>2</td>
<td>4-30-1</td>
<td>5</td>
<td>14.9847</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>TB</td>
<td>Li</td>
<td>7</td>
<td>4-13-1</td>
<td>9</td>
<td>14.6032</td>
</tr>
<tr>
<td>II</td>
<td>√</td>
<td>SSE</td>
<td>SSL</td>
<td>3</td>
<td>5-23-1</td>
<td>6</td>
<td>10.1948</td>
</tr>
<tr>
<td></td>
<td>SSE</td>
<td>HTS</td>
<td>HTS</td>
<td>1</td>
<td>5-16-1</td>
<td>15</td>
<td>8.9312</td>
</tr>
<tr>
<td>III</td>
<td>√</td>
<td>SSE</td>
<td>HTS</td>
<td>1</td>
<td>5-20-1</td>
<td>6</td>
<td>10.3935</td>
</tr>
<tr>
<td></td>
<td>SSE</td>
<td>RB</td>
<td>HTS</td>
<td>9</td>
<td>5-7-1</td>
<td>8</td>
<td>9.3732</td>
</tr>
<tr>
<td>IV</td>
<td>√</td>
<td>SSE</td>
<td>NRB</td>
<td>3</td>
<td>6-6-1</td>
<td>50</td>
<td>8.0239</td>
</tr>
<tr>
<td></td>
<td>SSE</td>
<td>NRB</td>
<td>SSL</td>
<td>10</td>
<td>6-7-1</td>
<td>21</td>
<td><strong>7.5098</strong></td>
</tr>
</tbody>
</table>

HTS: Hyperbolic Tangent Sigmoid transfer function; Li: Linear transfer function; SSL: Symmetric saturating linear transfer function
TB: Triangular basis transfer function; RB: Radial basis transfer function; NRB: Normalized radial basis transfer function

In the present section, four different cases are examined (Table 5) regarding the parameters which will be taken into account as influencing for the development of mortar compressive strength.

As stated in Table 5, case scenario I is the reference scenario, where the four basic mix design parameters, influencing compressive strength, are taken into consideration. Namely, the parameters: Metakaolin percentage in relation to total binder, the Water to Binder Ratio, the Superplasticizer percentage in relation to total binder and the Binder-to-sand ratio (per weight). In case scenario II, the input parameters are increased to five, in order to also include the Cement Grade. In case scenario III, instead of including the Cement Grade, as the fifth parameter, the Max diameter of aggregate is considered. Case scenario IV includes all six mix design parameters.

In order to evaluate which of the four above cases is the most appropriate for the most accurate prediction of cement mortar compressive strength, and taking into account the steps described in the previous section, 60,000 ANNs were developed, trained and evaluated. The optimum architectures are presented in Table 6.

Based on the results presented in Table 6, the important effect of sand gradation (MDA), as
well as cement grade, is highlighted. At this point it is worth noting that for all four cases examined, the best results were obtained without normalization of the data. Regarding the maximum diameter of aggregate and the cement grade, it is noted that both parameters increase the prediction capacity and simulation, regarding compressive strength of cement-based mortars. In fact, in agreement with the results of the sensitivity analysis conducted in a previous section (Fig. 4), the cement grade has a greater effect on compressive strength (RMSE=8.93) in relation to the maximum diameter of the sand used (RMSE=9.37). Furthermore, by including both parameters, compressive strength is simulated with an even higher degree of accuracy (RMSE=7.51).

5.3 The effect of transfer functions on the performance of ANN models

In the present section, with the advantage of having four different databases corresponding to the four compressive strength simulation scenarios examined in the previous section, ‘the effect of transfer functions on the performance of ANN models is investigated. Specifically, for each ANNs architecture, ten different transfer functions are employed, as presented in Table 4. It is worth noting that the majority of researchers use only three of the ten above transfer functions, and without examining all of their nine combinations. More specifically, usually the Hyperbolic Tangent Sigmoid transfer function (HTS), the Linear transfer function (Li) and the Log-sigmoid transfer function (LS) are employed. In the case were the ANN presents a one hidden layer architecture, two transfer functions are required, one for the hidden layer and one for the output layer. This demand, when examining ten transfer functions, leads to the investigation of 100 (=10^2) different combinations for each ANN architecture case.

In Fig. 5 the ratio of the minimum RMSE of all investigated ANNs towards the minimum RMSE of each of the 100 combinations resulting from different combinations of the 10 different transfer functions, is graphically represented. Unity corresponds to the optimum combination of
transfer functions (Normalized radial basis transfer function in the hidden layer and Symmetric saturating linear transfer function). To the authors’ best knowledge this combination of transfer functions has not as yet been used in the literature. Based on this figure, it is highlighted that

- Regarding the hidden layer, among the ten transfer functions investigated, only two are considered as inappropriate, namely the Linear transfer function (Li) and the Competitive transfer function (Co) and
- Regarding the output layer only three transfer functions are assessed as appropriate, the Hyperbolic Tangent Sigmoid transfer function (HTS), the Linear transfer function (Li) and the Symmetric saturating linear transfer function (SSL)

These findings result in a decrease of the combination of transfer functions, from 100(10×10) to 24 (8×3). It is also worth noting that, to the knowledge of the authors, Symmetric saturating linear transfer function (SSL) has never up to now been proposed as transfer function for the output layer of ANNs simulating material engineering issues.

5.4 The effect of Initial values of weights and biases on Optimum ANN model

Another important parameter which affects the performance of ANNs is related to the initial

Fig. 6 Root mean square error (RMSE) in regard to initial values of ANNs’ weights and biases

Fig. 7 Pearson correlation coefficient (R) in regard to initial values of ANNs’ weights and biases
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Metakaolin percentage in relation to total Binder (MK/B)
Water to Binder ratio (W/B)
Compressive Strength (CS)

Table 7: Architectures of top ten ANNs based on testing datasets root mean square error (RMSE)

<table>
<thead>
<tr>
<th>No.</th>
<th>Architecture</th>
<th>Cost Function</th>
<th>Transfer Functions</th>
<th>Testing Datasets</th>
<th>Training Datasets</th>
<th>All Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6-17-1</td>
<td>SSE</td>
<td>SM</td>
<td>0.94621</td>
<td>6.8948</td>
<td>0.9865</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.1663</td>
<td>0.9719</td>
<td>4.8872</td>
</tr>
<tr>
<td>2</td>
<td>6-5-1</td>
<td>MSE</td>
<td>NRB Li</td>
<td>0.94236</td>
<td>7.1122</td>
<td>0.9705</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.8302</td>
<td>0.9575</td>
<td>5.9548</td>
</tr>
<tr>
<td>3</td>
<td>6-9-1</td>
<td>SSE</td>
<td>NRB HTS</td>
<td>0.94181</td>
<td>7.6425</td>
<td>0.9786</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.2729</td>
<td>0.9560</td>
<td>6.2339</td>
</tr>
<tr>
<td>4</td>
<td>6-15-1</td>
<td>MSE</td>
<td>RB HTS</td>
<td>0.94034</td>
<td>7.6508</td>
<td>0.9950</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.9346</td>
<td>0.9739</td>
<td>4.9753</td>
</tr>
<tr>
<td>5</td>
<td>6-5-1</td>
<td>MSE</td>
<td>NRB HTS</td>
<td>0.93736</td>
<td>7.8069</td>
<td>0.9763</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.1919</td>
<td>0.9652</td>
<td>5.4076</td>
</tr>
<tr>
<td>6</td>
<td>6-31-1</td>
<td>SSE</td>
<td>RB HTS</td>
<td>0.9293</td>
<td>7.8655</td>
<td>0.9166</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7.8779</td>
<td>0.9099</td>
<td>8.6795</td>
</tr>
<tr>
<td>7</td>
<td>6-4-1</td>
<td>SSE</td>
<td>NRB SSL</td>
<td>0.9284</td>
<td>7.8689</td>
<td>0.9478</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6.1572</td>
<td>0.9458</td>
<td>6.7028</td>
</tr>
<tr>
<td>8</td>
<td>6-5-1</td>
<td>MSE</td>
<td>NRB HTS</td>
<td>0.92716</td>
<td>7.9115</td>
<td>0.9717</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.5647</td>
<td>0.9584</td>
<td>5.9022</td>
</tr>
<tr>
<td>9</td>
<td>6-24-1</td>
<td>SSE</td>
<td>RB HTS</td>
<td>0.92625</td>
<td>7.9707</td>
<td>0.9512</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6.0315</td>
<td>0.9423</td>
<td>6.9757</td>
</tr>
<tr>
<td>10</td>
<td>6-7-1</td>
<td>SSE</td>
<td>NRB HTS</td>
<td>0.92733</td>
<td>8.0091</td>
<td>0.9840</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.4373</td>
<td>0.9672</td>
<td>5.2638</td>
</tr>
</tbody>
</table>

HTS: Hyperbolic Tangent Sigmoid transfer function; Li: Linear transfer function; RB: Radial basis transfer function;
SM: Soft max transfer function; SSL: Symmetric saturating linear transfer function; NRB: Normalized radial basis transfer function
values of weights and biases. In this section, the results of a thorough investigation are presented, related to the effect of these issues. Specifically, for the 24 optimum combination of Transfer functions presented above, the effect of the initial values of weights on the Root Mean square error value (RMSE), as well as on the value of the Pearson correlation coefficient (R) is investigated. For this purpose, one hidden layer ANN models were developed, with a number of neurons ranging from 1 to 50. Regarding the 360 different initial conditions, the rand MATLAB function of rand values was implemented, using as random generator seed parameter from 1 to 360. Each one of the models was trained for 360 different initial conditions and the results are presented in Figs. 6 and 7.

Based on the figures, it is concluded that the initial values of weights and biases highly affect the performance of the ANNs. More specifically, the values of Root Mean square error (RMSE) is increased by 61.7% (Fig. 6), while the Pearson correlation coefficient (R) value presents a 11.1% decrease (Fig. 7).

It is worth noting the above differences are in reference to the total of 24 combinations of transfer functions. It is within the future goals of the authors to investigate the effect of the initial values of weights and biases separately for each of the 24 combinations of Transfer functions.

5.5 Optimum ANN models

Following the investigation implemented in the previous sections, in the current section the 10 optimum architectures, among the 3.600.000 different architectures investigated, are presented. More specifically, in Table 7 the 10 optimum models are presented, assessed in relation to their Root Mean square error (RMSE) values and regarding Testing Datasets. Based on the results presented in the Table the following key findings have been revealed:

- The most appropriate transfer functions for the hidden layer, are the Soft max transfer function (SM), the Normalized radial basis transfer function (NRB) and the Radial basis transfer function (RB)
- Regarding the output layers, the most appropriate functions seem to be the Hyperbolic
Tangent Sigmoid transfer function (HTS), the Linear transfer function (Li) and the Symmetric saturating linear transfer function (SSL)

- Based on the results presented in the Table, the 6-17-1 ANN model seems to be the most appropriate (Fig. 8); however, the authors feel that the 6-5-1 is the optimum model, as, while it presents slightly lower performance indices, it is superior in terms of simplicity, as the hidden layer contains only 5 neurons in contrast to the 17 neurons of the (statistically) optimum ANN.

Even though it is common practice for authors to present the architecture of an optimum ANN model, without any information related to the final values of ANN weights and biases, it must be stressed that any architecture which does not present these values is of limited assistance to others researchers and practicing engineers. If, on the other hand, a proposed ANN architecture is accompanied by the (quantitative) values of weights, it can be of great use, making it possible for the ANN model to be readily implemented in a MS-Excel file, thus available to anyone interested in modeling issues. With this in mind, in Table A1 of the Appendix, the final values of ANN weights and biases are stated.

At this point it is worth noting that the selection of the optimum ANN, should not be conducted based solely on statistical indices, but rather should be evaluated by experts of the issue under investigation, who can select the optimum model among a list of the best performing ones, as presented in Table 7, which have been evaluated through the use of statistical indices. This applies for prediction problems where a high degree of uncertainty exists, where a high degree of interdisciplinarity is necessary and beneficial for the selection of the optimum solution.

5.6 ANN-based predictive formula

In the previous section, the optimum ANN model was proposed, based on statistical indices, while the 6-5-1 ANN was also proposed as the most appropriate computational model for the prediction of 28 day compressive strength. In fact, this model was proposed because, even though it presents slightly lower values regarding statistical performance indices, it is superior in term of simplicity, on behalf of the fact that the hidden layer contains only 5 neurons in contrast to 17 neurons, presented in the 6-17-1 ANN, which scored slightly higher in relation to the performance indices. The small number of neurons facilitates the expression of an analytical equation, which can be easily employed by engineers, without necessitating knowledge in computational mechanics.

Based on the constitutive laws that govern ANNs, the 6-6-1 model, using the final values of weights and biases, can be expressed by the following equation

\[
CS = 0.4708 \times R1 + 0.2838 \times R2 - 7114 \times R3 - 0.2438 \times R4 + 0.3935 \times R5 - 0.4782
\]

where

\[
R1 = \begin{pmatrix}
-0.4030 \\
1.0076 \\
-0.07806 \\
0.8646
\end{pmatrix}

R2 = \begin{pmatrix}
-0.2545 \\
0.5010 \\
0.3752 \\
-0.4379
\end{pmatrix}

R3 = \begin{pmatrix}
0.9321 \\
0.9561 \\
0.4300 \\
-0.6568
\end{pmatrix}

R4 = \begin{pmatrix}
-0.7805 \\
-0.8144 \\
-1.0621 \\
-0.8848
\end{pmatrix}

R5 = \begin{pmatrix}
-0.8375 \\
0.6996 \\
1.0554 \\
0.1066
\end{pmatrix}

NRB = \begin{pmatrix}
-0.9722 \\
0.6996 \\
0.1655 \\
0.8938
\end{pmatrix}

\[
\begin{pmatrix}
MDA \\
CG \\
MK/B \\
W/B
\end{pmatrix}
\begin{pmatrix}
SP \\
B/S
\end{pmatrix} = \begin{pmatrix}
1.8307 \\
-0.9154 \\
0.000 \\
-0.9154
\end{pmatrix}

5.7 GP analytical predictive formula
In continuation of the previous section, and under the framework of expressing an analytical formula for the prediction of mortar compressive strength, Genetic Programming (GP) is used next.

During this process, aiming to express an analytical formula through Genetic Programming (GP), the parameters presented in Table 8 were implemented.

Table 8 Parameters used for the development of GP model

Following an exhaustive investigation of a plethora of parameter combinations, the following equation emerged as the optimum analytical formula simulating compressive strength of cement-based mortars

\[
CS = 460.1 + 1.202 \exp(MDA) - 1.202 \exp(\cos(MKB)) - 1.202 \sin(MKB + 2.088) - 77.45 \cos(MDA + BS) \\
- 526.6 \cos(\cos(\cos(MDA))) + 1.202 \sin(GG) \\
- 3.864WB(2MDA + \cos(CG))(MDA + WB + BS + \sin(MDA + WB)) \\
- 0.7802MDA(\sin(BS + \sin(MDA)))(WB - SP)(2MDA + WB - SP)
\]  

(11)

5.8 Comparisons of derived models

Aiming to compare the three mathematical computational models, regarding their performance in simulating mortars’ 28 day compressive strength, performance indices were employed. Specifically, in addition to the well-known R and RMSE indices, the a20-index was also employed. The a20 index is related to the percentage of datasets where the values predicted presents a deviation of less than 20% in relation to the experimental value, which is considered as true value. The results are presented in Table 9, as well as in Table 10, where the ratio of experimental/predicted values is presented in detail, for each model, in columns from 9 to 11, for all datasets used as Testing Datasets.

Furthermore, in Fig. 9 the predicted values of compressive strength are presented in comparison to the experimental values, for all three models.

Based on the results (Table 9), it seems that the two neural networks outperform the GP model, however it is difficult to select the optimum among the two ANN models, as the ANN 6-17-1 presents higher R and RMSE indices, while the ANN 6-5-1 presents a higher a20-index. At this point it is worth noting the importance of evaluating the optimum computational model, not only based on statistical indices, but also through a verification implementing the available experimental results.

5.9 Experimental verification of developed models

In addition to the evaluation of the three computational models, developed and trained to predict the compressive strength of mortars, through performance indices, as presented in the previous section, in the current section an additional evaluation of the three models is performed. More specifically, the three models are assessed in relation to their capability to successfully simulate the experimental behavior of these materials.

In order to achieve this aim, and on account of the large amount of parameters which are involved in the issue under investigation, experimental results, which can adequately reveal the behavior of the material, are necessary. Meaning that experimental results must be available, where all input parameters remain constant, except from one, whose value alters. Such a case are the experimental results of Pavlikova et al. 2009. In the aforementioned study, the effect of
metakaolin addition on 28-day compressive strength is investigated, for two different cement grades 42.5 MPa and 52.5 MPa. In Figs. 10 and 11, the experimental values are plotted in addition to the respective values, as predicted by the models. More specifically, these figures reveal the effect of varying metakaolin addition on compressive strength for mixes were the sand used presents a maximum diameter of aggregates (MDA) 2 mm, Water to binder ratio (W/B) 0.45, without Superplasticizer (SP) and a Binder to Sand (B/S) ratio of 0.33 The effect is shown for two different cement grades, 42.5 MPa (Fig. 10) and 52.5 MPa (Fig. 11).

These figures emerge as particularly useful for the experimental verification of mathematical computational forecast models. That is, they can contribute to answer the question of which model should be selected among the proposed ones, and in fact may highlight the optimum model. From these figures, it is obvious that the Genetic Programming based model is unfit in terms of successfully simulating the problem due to the fact that (i) a large amount of variance of curvature is noticed with varying metakaolin, something that has not been experimentally verified or implied, and (ii) based on the waveform of the curve, which presents abrupt change of curvature, it is revealed that Genetic Programming model achieves overfitting of the data and thus, while it presents adequate forecasting results for the database data parameters, does not in fact successfully simulate the development of compressive strength.

Regarding the two other models, it is noticed that (i) based on the smoothness of the curves, no overfitting phenomena have occurred, something that must be ensured for every forecast model, (ii) between the two models, the 6-17-1 ANN model is the optimum for the prediction and simulation of blended cement - metakaolin mortars 28-day compressive strength.

5.10 Possibilities and limitations of the developed optimum ANN model

Based on the proposed 6-17-1 ANN model, the behavior of mortars was investigated for the range of parameter values that have not been sufficiently experimentally investigated. More specifically, the effect of metakaolin on the 28-day compressive strength of mortars was investigated. In Figs. 12 & 13 the results are presented for a range of metakaolin percentages, from 0 to 20% revealing its effect on the value of compressive strength for two different binder to sand ratios (0.42 or 0.45) and for two different water to binder ratios. In Fig. 12 the results for w/b=0.45 are presented, while in Fig. 13 the results for w/b=0.50 are presented.

Based on these figures, it is evident that ANNs can be implemented as a useful tool for revealing the mechanical behavior of these blended materials, as well as a teaching tool for university students.

<table>
<thead>
<tr>
<th>Model</th>
<th>Datasets</th>
<th>Performance Indices</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>a20-index</td>
</tr>
<tr>
<td>ANN 6-17-1</td>
<td></td>
<td>0.9839</td>
</tr>
<tr>
<td>ANN 6-5-1</td>
<td>Training</td>
<td>0.9355</td>
</tr>
<tr>
<td>GP</td>
<td></td>
<td>0.7984</td>
</tr>
<tr>
<td>ANN 6-17-1</td>
<td></td>
<td>0.7097</td>
</tr>
<tr>
<td>ANN 6-5-1</td>
<td>Testing</td>
<td>0.7742</td>
</tr>
<tr>
<td>GP</td>
<td></td>
<td>0.6452</td>
</tr>
</tbody>
</table>
Fig. 9 Experimental vs Predicted values of compressive strength for the three developed models
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Table 10 Experimental and predicted values of the compressive strength of cement-based mortars for the case of testing datasets

<table>
<thead>
<tr>
<th>No.</th>
<th>Sample Code</th>
<th>MDA</th>
<th>CG</th>
<th>MK/B</th>
<th>W/B</th>
<th>SP</th>
<th>B/S</th>
<th>Experimental to Predicted Compressive Strength</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>mm</td>
<td>MPa (%w/w)</td>
<td>(w/w)</td>
<td>(%w/w)</td>
<td>(w/w)</td>
<td>(9)</td>
<td>(10)</td>
</tr>
<tr>
<td>(1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>M3</td>
<td>0.60</td>
<td>32.00</td>
<td>15.00</td>
<td>0.50</td>
<td>0.00</td>
<td>0.36</td>
<td>1.05</td>
</tr>
<tr>
<td>9</td>
<td>M9</td>
<td>0.60</td>
<td>32.00</td>
<td>15.00</td>
<td>0.53</td>
<td>0.00</td>
<td>0.50</td>
<td>0.99</td>
</tr>
<tr>
<td>15</td>
<td>M15</td>
<td>0.60</td>
<td>32.00</td>
<td>15.00</td>
<td>0.50</td>
<td>0.00</td>
<td>0.50</td>
<td>1.03</td>
</tr>
<tr>
<td>21</td>
<td>M21</td>
<td>0.60</td>
<td>32.00</td>
<td>15.00</td>
<td>0.47</td>
<td>0.00</td>
<td>0.50</td>
<td>1.08</td>
</tr>
<tr>
<td>27</td>
<td>M27</td>
<td>0.60</td>
<td>32.00</td>
<td>15.00</td>
<td>0.44</td>
<td>0.50</td>
<td>0.50</td>
<td>1.07</td>
</tr>
<tr>
<td>33</td>
<td>M33</td>
<td>0.60</td>
<td>32.00</td>
<td>15.00</td>
<td>0.40</td>
<td>1.30</td>
<td>0.50</td>
<td>1.00</td>
</tr>
<tr>
<td>39</td>
<td>10MK</td>
<td>2.00</td>
<td>42.50</td>
<td>10.00</td>
<td>0.50</td>
<td>0.00</td>
<td>0.33</td>
<td>1.06</td>
</tr>
<tr>
<td>45</td>
<td>15MK</td>
<td>4.75</td>
<td>53.00</td>
<td>15.00</td>
<td>0.46</td>
<td>0.00</td>
<td>0.50</td>
<td>1.01</td>
</tr>
<tr>
<td>51</td>
<td>MK-10</td>
<td>2.00</td>
<td>52.50</td>
<td>10.00</td>
<td>0.60</td>
<td>0.00</td>
<td>0.33</td>
<td>1.16</td>
</tr>
<tr>
<td>57</td>
<td>MK10%</td>
<td>2.00</td>
<td>42.50</td>
<td>10.00</td>
<td>0.49</td>
<td>0.00</td>
<td>0.36</td>
<td>0.79</td>
</tr>
<tr>
<td>63</td>
<td>REF</td>
<td>1.25</td>
<td>32.00</td>
<td>0.00</td>
<td>0.48</td>
<td>0.00</td>
<td>0.36</td>
<td>1.01</td>
</tr>
<tr>
<td>69</td>
<td>Mref</td>
<td>2.00</td>
<td>53.50</td>
<td>0.00</td>
<td>0.50</td>
<td>0.00</td>
<td>0.33</td>
<td>1.05</td>
</tr>
<tr>
<td>75</td>
<td>Bi</td>
<td>2.00</td>
<td>52.50</td>
<td>0.00</td>
<td>0.50</td>
<td>0.00</td>
<td>0.33</td>
<td>1.11</td>
</tr>
<tr>
<td>81</td>
<td>MK3 28</td>
<td>5.00</td>
<td>32.50</td>
<td>3.00</td>
<td>0.45</td>
<td>0.00</td>
<td>0.33</td>
<td>1.02</td>
</tr>
<tr>
<td>87</td>
<td>CM16 B</td>
<td>2.00</td>
<td>42.50</td>
<td>5.00</td>
<td>0.33</td>
<td>2.00</td>
<td>0.33</td>
<td>0.97</td>
</tr>
<tr>
<td>93</td>
<td>CM9</td>
<td>2.00</td>
<td>42.50</td>
<td>15.00</td>
<td>0.45</td>
<td>0.00</td>
<td>0.33</td>
<td>0.86</td>
</tr>
<tr>
<td>99</td>
<td>CM13</td>
<td>2.00</td>
<td>52.50</td>
<td>5.00</td>
<td>0.33</td>
<td>1.00</td>
<td>0.33</td>
<td>0.97</td>
</tr>
<tr>
<td>105</td>
<td>CM1</td>
<td>2.00</td>
<td>52.50</td>
<td>5.00</td>
<td>0.45</td>
<td>0.00</td>
<td>0.33</td>
<td>0.95</td>
</tr>
<tr>
<td>111</td>
<td>CM6</td>
<td>2.00</td>
<td>52.50</td>
<td>15.00</td>
<td>0.55</td>
<td>0.00</td>
<td>0.33</td>
<td>0.93</td>
</tr>
<tr>
<td>117</td>
<td>30</td>
<td>1.00</td>
<td>42.50</td>
<td>30.00</td>
<td>0.60</td>
<td>0.00</td>
<td>0.33</td>
<td>0.80</td>
</tr>
<tr>
<td>123</td>
<td>MR28</td>
<td>2.00</td>
<td>52.50</td>
<td>0.00</td>
<td>0.30</td>
<td>0.01</td>
<td>0.33</td>
<td>1.04</td>
</tr>
<tr>
<td>129</td>
<td>1</td>
<td>4.75</td>
<td>32.50</td>
<td>0.00</td>
<td>0.25</td>
<td>3.25</td>
<td>0.4</td>
<td>0.61</td>
</tr>
<tr>
<td>135</td>
<td>7</td>
<td>4.75</td>
<td>32.50</td>
<td>0.00</td>
<td>0.25</td>
<td>3.91</td>
<td>0.33</td>
<td>1.50</td>
</tr>
<tr>
<td>141</td>
<td>13</td>
<td>4.75</td>
<td>32.50</td>
<td>0.00</td>
<td>0.3</td>
<td>1.74</td>
<td>0.36</td>
<td>1.47</td>
</tr>
<tr>
<td>147</td>
<td>19</td>
<td>4.75</td>
<td>32.50</td>
<td>0.00</td>
<td>0.35</td>
<td>0.61</td>
<td>0.4</td>
<td>0.66</td>
</tr>
<tr>
<td>153</td>
<td>25</td>
<td>4.75</td>
<td>32.50</td>
<td>0.00</td>
<td>0.35</td>
<td>0.91</td>
<td>0.33</td>
<td>0.94</td>
</tr>
<tr>
<td>159</td>
<td>31</td>
<td>4.75</td>
<td>32.50</td>
<td>0.00</td>
<td>0.4</td>
<td>0.39</td>
<td>0.36</td>
<td>0.99</td>
</tr>
<tr>
<td>165</td>
<td>37</td>
<td>4.75</td>
<td>32.50</td>
<td>0.00</td>
<td>0.45</td>
<td>0.11</td>
<td>0.4</td>
<td>1.05</td>
</tr>
<tr>
<td>171</td>
<td>43</td>
<td>4.75</td>
<td>32.50</td>
<td>0.00</td>
<td>0.45</td>
<td>0.12</td>
<td>0.33</td>
<td>0.58</td>
</tr>
<tr>
<td>177</td>
<td>49</td>
<td>4.75</td>
<td>32.50</td>
<td>0.00</td>
<td>0.5</td>
<td>0.08</td>
<td>0.36</td>
<td>0.77</td>
</tr>
<tr>
<td>183</td>
<td>M1</td>
<td>5.00</td>
<td>42.50</td>
<td>0.00</td>
<td>0.50</td>
<td>0.00</td>
<td>0.33</td>
<td>0.74</td>
</tr>
</tbody>
</table>

MDA: Max diameter of aggregate; CG: Cement Grade; MK/B: Metakaolin percentage in relation to total binder
W/B: Water to Binder Ratio; SP: Superplasticizer; B/S: Binder-to-sand ratio; CS: Cement based mortar Compressive Strength

It was decided not to illustrate further examples herein, as such an effort would demand an even more extensive database. In fact, the proposed neural network can be used for mortar mix forecasting, within the range of parameters of the database (min and max values) used for its development and training (Table 9). Furthermore, the reliability of the proposed neural network is
Fig. 10 Experimental verification of the developed models using experimental data by Pavlikova et al. 2009, for cement grade 42.5 MPa

Fig. 11 Experimental verification of the developed models using experimental data by Pavlikova et al. 2009, for cement grade 52.5 MPa
On the metaheuristic models for the prediction of cement-metakaolin mortars compressive strength

Fig. 12 Mortar Compressive Strength vs Metakaolin to total Binder (MK/B) ratio at various binder to sand ratio (MDA=2.00 mm, CG=42.50, W/B=0.45 and SP=0.00) based on the proposed 6-17-1 ANN model

Fig. 13 Mortar Compressive Strength vs Metakaolin to total Binder (MK/B) ratio at various binder to sand ratio (MDA=2.00 mm, CG=42.50, W/B=0.50 and SP=0.00) based on the proposed 6-17-1 ANN model
limited by a number of limitations, related to the database, and the most basic of which are the following:

- Insufficient number of datasets with MDA 2.1-4.0 mm (Fig. 3) and must thus not be used when MDA is within this range,
- For superplasticizer values higher than 2.0%, its reliability is also limited,
- It is proposed to use the model for binder to sand ratios from 0.30 to 0.35 and 0.40 to 0.50, where it presents the highest reliability.

6. Conclusions

As cement-based mortars are considered as main building materials, there is great need for reliable and robust estimation of their 28-day compressive strength. Such a robust and reliable estimation will greatly enhance the successful use of the cement-based materials in the design of modern structures as well as for their use as conservation materials in existing masonry structures, built in the previous century with cement mortars. To this end, as presented in this study, metaheuristic models such as ANN and GP models have been developed and trained for the estimation of their 28-day compressive strength. Based on detailed and in-depth comparisons, the following key findings have been revealed by the experimental and computational results:

- For the successful development of an optimum metaheuristic model, the interdisciplinary nature of the research team is a prerequisite condition. Furthermore, the research teams should cover all the key aspects of the case investigated.
- The selection of the optimum model, among a plethora of predictive computational models, should be based not only on statistical indices but also on human experts’ knowledge.
- The maximum diameter of aggregates and the cement grade (which, to the knowledge of the authors, have never up to now, both been used for the modeling of cement based mortars) were revealed to be the most crucial parameters affecting the compressive strength of cement-based mortars.
- The transfer functions employed for the development of the ANN models also play a crucial role to their performance. Specifically, ten different activation functions were used, resulting in 100 (102) different combinations being applied during the training and development process of the BPNNs. Among the ten transfer functions investigated, only two are considered as inappropriate, namely the Linear transfer function (Li) and the Competitive transfer function (Co) for the hidden layer. Regarding the output layer, only three transfer functions are assessed as appropriate, namely the Hyperbolic Tangent Sigmoid transfer function (HTS), the Linear transfer function (Li), and the Symmetric saturating linear transfer function (SSL).
- The initial values of weights and biases highly affect the performance of the Levenberg–Marquardt training algorithm-based BPNNs. Specifically, the values of Root Mean Square Error (RMSE) can increase by 61.7%, while the Pearson correlation coefficient (R) value shows a 11.1% decrease.
- All the proposed models must be checked whether the overfitting problem is avoided (and not be based only on statistical indices as was commented above).
- Based on detailed and in-depth comparisons (including experimental verifications) the proposed ANN model has proved to be a useful tool for the reliable and robust prediction of the 28-day compressive strength of cement-based mortars.
• Using the architecture of the proposed optimum neural network and the resulting values of final weights of the parameters, a useful tool is developed for researchers and engineers, as well as for supporting the teaching and interpretation of the behavior of blended cement, metakaolin-based mortars.

• Although research related to new computational models is, of course, of high importance and adds value for the international scientific community, the authors believe that, since the ultimate goal is a reliable forecast, the reliability of the database should be of utmost importance and should be thoroughly investigated in this regard. In fact, a reliable database must comprise of not only reliable data, but also a sufficient amount of data covering the full range of parameter values (regarding the parameters which influence the problem investigated).

• It is within the future goals of the authors to update the experimental database used herein, including data from future publications as well as conducting further experiments, in order to compose a more reliable experimental database to be used for the development of more reliable, robust and global computational models for the prediction of the 28-day compressive strength of cement-based mortars.
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## Appendix

Table A1 Final values of weights and biases of the optimum ANN 6-17-1 model

<table>
<thead>
<tr>
<th>IW{1,1}</th>
<th>LW{2,1}</th>
<th>B{1,1}</th>
<th>B{2,1}</th>
</tr>
</thead>
<tbody>
<tr>
<td>(17x6)</td>
<td>(1x17)</td>
<td>(17x1)</td>
<td>(1x1)</td>
</tr>
<tr>
<td>-0.4918</td>
<td>-0.6090</td>
<td>-0.8824</td>
<td>0.1767</td>
</tr>
<tr>
<td>0.6295</td>
<td>0.6399</td>
<td>0.2087</td>
<td>0.3151</td>
</tr>
<tr>
<td>-0.4455</td>
<td>0.0316</td>
<td>0.2973</td>
<td>-0.8353</td>
</tr>
<tr>
<td>-0.4837</td>
<td>0.8686</td>
<td>0.0833</td>
<td>-0.9770</td>
</tr>
<tr>
<td>-0.8964</td>
<td>0.2693</td>
<td>-0.3382</td>
<td>-0.3749</td>
</tr>
<tr>
<td>0.3392</td>
<td>-0.0813</td>
<td>-0.4364</td>
<td>-0.6998</td>
</tr>
<tr>
<td>0.7458</td>
<td>0.9654</td>
<td>-0.7952</td>
<td>0.6877</td>
</tr>
<tr>
<td>0.6550</td>
<td>-0.0463</td>
<td>-0.6953</td>
<td>0.4505</td>
</tr>
<tr>
<td>0.1374</td>
<td>0.2220</td>
<td>0.7131</td>
<td>0.8826</td>
</tr>
<tr>
<td>-0.7859</td>
<td>0.9745</td>
<td>-0.6863</td>
<td>-0.0043</td>
</tr>
<tr>
<td>-0.6021</td>
<td>-0.9669</td>
<td>-0.4840</td>
<td>-0.0929</td>
</tr>
<tr>
<td>-0.0297</td>
<td>-0.3031</td>
<td>0.1291</td>
<td>0.5345</td>
</tr>
<tr>
<td>0.2407</td>
<td>-0.0623</td>
<td>0.0479</td>
<td>0.1060</td>
</tr>
<tr>
<td>-0.5067</td>
<td>0.7695</td>
<td>-0.6157</td>
<td>-0.5776</td>
</tr>
<tr>
<td>-0.2456</td>
<td>0.5110</td>
<td>-0.2098</td>
<td>0.8147</td>
</tr>
<tr>
<td>0.6051</td>
<td>-0.9949</td>
<td>-0.6447</td>
<td>-0.0843</td>
</tr>
</tbody>
</table>

IW{1,1} = Matrix of weights values for between input layer and the hidden Layer, LW{2,1} = Matrix of weights values between the hidden Layer and the output Layer
B{1,1} = Bias values for hidden layer, B{2,1} = Bias values for output layer